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#### Abstract

In this paper, we investigate the use of artificial neural networks in order to solve the Shortest Common Superstring Problem. Concretely, the neural network used in this work is based on a multivalued model, MREM, very suitable for solving combinatorial optimization problems. We describe the foundations of this neural model, and how it can be implemented in the context of this problem, by taking advantage of a better representation than in other models, which, in turn, contributes to ease the computational dynamics of the model. Experimental results prove that our model outperforms other heuristic approaches known from the specialized literature.


## 1 Introduction

Many problems in computational biology, such as DNA sequencing [1234, and in data compression [56, can be formulated as instances of the Shortest Common Superstring Problem (SCSS).

For example, DNA sequencing consists in determining the correct sequence of nucleotides in a DNA molecule. Nucleotides (adenine, cytosine, guanine and thymine) are represented by the alphabet $\{\mathrm{a}, \mathrm{c}, \mathrm{g}, \mathrm{t}\}$. Currently, the nucleotides of a DNA fragment can be directly determined in laboratories. Once the nucleotides of all fragments have been determined, the sequence assembly problem aims at reconstructing the original molecule from overlapping fragments. SCSS can be viewed as an abstract representation of this particular task.

This problem is defined as follows: Given a set of strings $P=\left\{s_{1}, \ldots, s_{N}\right\}$, the objective is to find the string $S^{*}$ of minimum length, such that, for all $i \in\{1, \ldots, N\}, s_{i} \in P$ is a substring of $S^{*}$.

Finding such a superstring is known to be a NP-hard problem 78. Furthermore, it is MAX-SNP-hard [9. Arora, in [10] proved that problems in MAX-SNP-hard do not admit polynomial time approximation schemes unless $\mathrm{P}=\mathrm{NP}$.

Among the approximation algorithms used to compute the shortest superstring, we can find a greedy algorithm [9], which consists in merging pairs of strings with maximum overlap, until a unique string is obtained, which is the approximated solution.

This greedy approach is conjectured to be a 2-approximation algorithm [1], meaning that, in the worst case, the solution provided by this method is twice
as long as the optimal solution. However, Blum et al. [9] proved a factor of 4 for this problem.

This greedy algorithm was further improved by Jiang [12] (within a factor of $2 \frac{2}{3}$ ) and later by Sweedyk [13] (obtaining a constant factor of 2.5), the best result up-to-date. However, these algorithms are not easily implementable and, in practice, the original greedy algorithm (reliable and fast), proposed in 9, is preferred, as well as some of its variants.

In this work, we propose the use of a discrete neural network to solve SCSS problem. In the recent years, a Hopfield-like discrete neural network [14 has been presented to solve this problem. However, its use implies the correct finetuning of some parameters. Another drawback of that model is that it needed $N^{2}$ neurons to represent the solution of the problem when the number of strings to be merged is $|P|=N$.

The neural model proposed in this work is a generalization of Hopfield's discrete model [15], allowing the neurons to take any value in a discrete set. With the help of a simple computational dynamics, this model is able to represent solutions to this problem better than the previous neural approach, just by using $N$ neurons.

The multivalued MREM model has obtained very good results when applied to other combinatorial optimization problems [16171819], guaranteeing the convergence to local minima of the energy function.

The rest of this paper is structured as follows: in Sec. 2] we present a detailed formulation of the SCSS problem. Later, in Sec. 33 the neural model MREM is described, as well as the implementation of the computational dynamics to solve the problem at hand. In Sec. 4 experimental results of applying our neural model are shown, whereas in Sec. 5 some conclusions and remarks to this work are presented.

## 2 Description of the Problem

Given an alphabet $A$, and a set of strings over the alphabet, $P=\left\{s_{1}, \ldots, s_{n}\right\}$, the Shortest Common Superstring Problem consists in finding a string $S^{*}$ containing all strings in $P$ as substrings and with minimum length.

Let us define the overlap $s_{i, j}$ between strings $s_{i}$ and $s_{j}$ (in this order), as the string of maximum length (denoted by $\left|s_{i, j}\right|$ ) such that it is a suffix for $s_{i}$ and a prefix for $s_{j}$.

The solution to SCSS can be represented as a permutation $\Pi$ of numbers $\{1, \ldots, n\}$, meaning the order in which strings in $S$ must be arranged to get the solution string $S^{*}=S_{\Pi}$.

Thus, the objective function to be minimized is:

$$
\begin{equation*}
\left|S_{\Pi}\right|=F(\Pi)=\sum_{i=1}^{n}\left|s_{i}\right|-\sum_{i=1}^{n-1}\left|s_{\Pi(i), \Pi(i+1)}\right| \tag{1}
\end{equation*}
$$

where $|s|$ denotes the length of string $s$. Note that $s_{\Pi(i), \Pi(i+1)}$ is the overlap between 2 consecutive strings in $S_{\Pi}$, corresponding to strings at positions $\Pi(i)$ and $\Pi(i+1)$.

The minimization of the total length of $S_{\Pi}$ is here achieved by maximizing the sum of the lengths of the respective overlaps in the corresponding order given by permutation $\Pi$.

Note that the solution may not be unique:
Example. Let us consider the set of strings $P=$ \{agcct, acgcgt, cgtacg, tgatc, gtgag $\}$ over the alphabet $A=\{\mathrm{a}, \mathrm{c}, \mathrm{g}, \mathrm{t}\}$. Then, $S_{1}=$ cgtacgcgtgagcctgatc and $S_{2}=$ tgatcgtacgcgtgagcct are superstrings containing all strings in $P$, of equal length.

## 3 The MREM Model

In this section, the fundamentals of the Multivalued REcurrent Model (MREM) [20] are described. This discrete neural network is a generalization of Hopfield's model [2115] and other binary and multivalued models, such as SOAR [22] and MAREN [23].

### 3.1 Description of the Neural Network

Let us consider a recurrent neural network formed by $N$ neurons, where the state of each neuron $i \in \mathcal{I}=\{1, \ldots, N\}$ is defined by its output $v_{i}$ taking values in any finite set $\mathcal{M}=\left\{m_{1}, m_{2}, \ldots, m_{L}\right\}$. This set does not need to be numerical. For example, $\mathcal{M}=\{$ red, green, blue $\}$ or $\mathcal{M}=\{$ Sunday, Monday,.. , Saturday $\}$.

The vector $V$ whose components are the corresponding neuron outputs, $V=$ $\left(v_{1}, v_{2}, \ldots, v_{N}\right)$, is called state vector. Associated to each state vector, an energy function, similar to Hopfield's, can be defined:

$$
\begin{equation*}
E(V)=-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} w_{i, j} f\left(v_{i}, v_{j}\right)+\sum_{i=1}^{N} \theta_{i}\left(v_{i}\right) \tag{2}
\end{equation*}
$$

where

- $W=\left(w_{i, j}\right)$ is the synaptic weight matrix, expressing the connection strength between neurons.
- $f: \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{R}$ is the so-called similarity function, since $f\left(v_{i}, v_{j}\right)$ measures the similarity between the outputs of neurons $i$ and $j$.
- $\theta_{i}: \mathcal{M} \rightarrow \mathbb{R}$ is the generalization of the biases $\theta_{i} \in \mathbb{R}$, present in Hopfield's model.

The aim of the network is to minimize the energy function given by Eq. (2), i.e., to achieve a stable state corresponding to a local (global, when possible) minimum of the energy function, which is usually identified with the objective function of the problem to solve.

The introduction of the similarity function $f$ makes the network very versatile and usually causes a better representation of the problem at hand, see, for example, 24182526 . It leads to a better representation of problems than other multivalued models, as SOAR and MAREN [23 22, since in those models most of the information enclosed in the multivalued representation is lost by the use of the signum function that only produces values in $\{-1,0,1\}$.

Many computational dynamics can be defined for this model, that is, several neuron updating schemes are available provided the versatility of the network.

Usually, neuron updates are made by taking into consideration the input to the network, called synaptic potential. This potential is computed as $U=-\Delta E$, that is, the opposite of the energy increase produced by the studied neuron update. Thus, if $E$ is the current energy value, and $E^{\prime}$ is the energy value associated to the proposed update, then $U=E-E^{\prime}$.

If several possible updates $\left\{V_{1}, \ldots, V_{K}\right\}$ are studied, consider $U_{j}=E-E_{j}^{\prime}$, where $E_{j}^{\prime}$ is the energy value associated to the possible new state $V_{j}$. In this case, the update is given by the new state achieving the maximum potential $u=U_{j}=\max \left\{U_{1}, \ldots, U_{K}\right\}$.

If $u>0$, then the update reduces the value of the energy function. Otherwise, since no improvement is obtained by that update, the network does not perform the action. In this situation, the network is said to have converged to a stable state.

Stable states correspond to local minima of the energy function, in the sense that, by using the given dynamics, it is not possible to achieve a further improvement of the solution.

### 3.2 MREM Applied to SCSS

Note that a solution to SCSS problem can be represented as a permutation of the strings, meaning the order in which strings have to be merged to obtain that solution.

Then, we define feasible state vectors as those representing permutations of $\{1, \ldots, n\}$. Thus, any feasible state vector $V$ will represent an ordering of the strings in $S . v_{i}=k$ means that $s_{k}$ is placed in the $i$-th place in the solution string $s_{V}$.

It can be observed that the objective function in Eq. (11) for SCSS consists of two terms. The first one, $\sum_{i}\left|s_{i}\right|$ is fixed, and therefore it is not important at the optimization stage.

The other term, $-\sum_{i=1}^{n-1}\left|s_{\Pi(i), \Pi(i+1)}\right|$, can be expressed as the energy function of the MREM model.

By comparing the objective function in Eq. (II) and the energy function of the neural model, in Eq. (22), we can define:

$$
\begin{aligned}
w_{i, j} & = \begin{cases}2, & \text { if } j=i+1, i=1, \ldots, n-1 \\
0, & \text { otherwise }\end{cases} \\
f(x, y) & =\left|s_{x, y}\right| \\
\theta_{i}(x) & =0
\end{aligned}
$$

to obtain the desired identification between both functions.

The computational dynamics of this model is based on that the network must remain in a feasible state along iterations. This is the reason for not needing the fine-tuning of parameters, usually present in Hopfield's energy function, as penalty terms for unsatisfied constraints. Furthermore, it is an easily implementable dynamics, and it can be described as follows:

1. Select a random initial feasible state for the network.
2. The net sequentially selects 2 neurons $m$ and $p$ such that $1 \leq m<p \leq N$. Then, the current solution $V$ can be expressed as the concatenation of 3 subsequences, represented by 3 vectors $a=\left(v_{1}, \ldots, v_{m}\right), b=\left(v_{m+1}, \ldots, v_{p}\right)$ and $c=\left(v_{p+1}, \ldots, v_{N}\right)$.
3. The network studies the updates to different configurations: $a c b, b a c, b c a$, $c a b, c b a$, where

$$
\begin{aligned}
a c b & =\left(v_{1}, \ldots, v_{m}, v_{p+1}, \ldots, v_{N}, v_{m+1}, \ldots, v_{p}\right) \\
b a c & =\left(v_{m+1}, \ldots, v_{p}, v_{1}, \ldots, v_{m}, v_{p+1}, \ldots, v_{N}\right) \\
b c a & =\left(v_{m+1}, \ldots, v_{p}, v_{p+1}, \ldots, v_{N}, v_{1}, \ldots, v_{m}\right) \\
c a b & =\left(v_{p+1}, \ldots, v_{N}, v_{1}, \ldots, v_{m}, v_{m+1}, \ldots, v_{p}\right) \\
c b a & =\left(v_{p+1}, \ldots, v_{N}, v_{m+1}, \ldots, v_{p}, v_{1}, \ldots, v_{m}\right)
\end{aligned}
$$

by computing the corresponding synaptic potentials:

$$
\begin{gathered}
U_{a b c}=0 \quad \text { (since there is no change in state vector) } \\
U_{a c b}=\left|s_{v_{m}, v_{p+1}}\right|+\left|s_{v_{N}, v_{m+1}}\right|-\left|s_{v_{m}, v_{m+1}}\right|-\left|s_{v_{p}, v_{p+1}}\right| \\
U_{b a c}=\left|s_{v_{p}, v_{1}}\right|+\left|s_{v_{m}, v_{p+1}}\right|-\left|s_{v_{m}, v_{m+1}}\right|-\left|s_{v_{p}, v_{p+1}}\right| \\
U_{b c a}=\left|s_{v_{p}, v_{p+1}}\right|+\left|s_{v_{N}, v_{1}}\right|-\left|s_{v_{m}, v_{m+1}}\right|-\left|s_{v_{p}, v_{p+1}}\right|=\left|s_{v_{N}, v_{1}}\right|-\left|s_{v_{m}, v_{m+1}}\right| \\
U_{c a b}=\left|s_{v_{N}, v_{1}}\right|+\left|s_{v_{m}, v_{m+1}}\right|-\left|s_{v_{m}, v_{m+1}}\right|-\left|s_{v_{p}, v_{p+1}}\right|=\left|s_{v_{N}, v_{1}}\right|-\left|s_{v_{p}, v_{p+1}}\right| \\
U_{c b a}=\left|s_{v_{N}, v_{m+1}}\right|+\left|s_{v_{p}, v_{1}}\right|-\left|s_{v_{m}, v_{m+1}}\right|-\left|s_{v_{p}, v_{p+1}}\right|
\end{gathered}
$$

These expressions are derived from $U=E-E^{\prime}$, being $E$ the energy associated to the current network state, and $E^{\prime}$ the energy associated to the corresponding update.
4. The next network configuration is the one decreasing most the energy function value (equivalently, achieving the greatest potential): if $U_{i j k}$ is the maximum in $\left\{U_{a b c}, U_{a c b}, U_{b a c}, U_{b c a}, U_{c a b}, U_{c b a}\right\}$, then the next state is $i j k \in$ $\{a b c, a c b, b a c, b c a, c a b, c b a\}$. If $i j k=a b c$, there is no change in the state vector.
5. Repeat steps 2-4 until convergence is detected, that is, all pairs of neurons have been studied, and no change is done in the configuration of the network (state vector).

Once the network converges, the stable state represents a minimum of the energy function which, in our case, is equivalent to a maximum of the aggregate overlap length in the resulting string, given by $S_{V}$.

```
Algorithm 1. Greedy Heuristic
    Data: Set \(P=\left\{s_{1}, \ldots, s_{N}\right\}\) of strings.
    Result: A string \(s\) such that every \(s_{i}\) is a substring of \(s\) (intended to have
                minimal length).
    begin
        while \(|P|>1\) do
                Select two strings \(a, b \in P\) with maximal overlap
                Merge \(a\) and \(b\) into a new string \(c\)
                \(P \longleftarrow(P \backslash\{a, b\}) \cup\{c\}\)
        return the unique string \(s \in P\).
    end
```


## 4 Experimental Results

In this section, we compare the efficiency of our neural model MREM to the greedy heuristic presented in [9, which was conjectured to be a 2-approximation algorithm. This greedy heuristic is shown in Algorithm 1 .

Two experiments have been performed with these algorithms. The first one consisted on find the SCSS of a set of strings of fixed length, whereas the second allowed to use strings of variable length.

Fixed length string datasets were randomly built according to 3 parameters: string length $(\{6,8,10\})$, number of words in $P(|P| \in\{25,50,100\})$ and number of symbols in the alphabet $(|A| \in\{2,4,6,8\})$. For each combination of these parameters, 10 instances were built (that is, 10 sets $P$ ), and the algorithms were independently run 100 times to obtain the superstring length results given in Table Note that the greedy algorithm always selected the same solution, whereas MREM achieves different results depending on its random initial state, what helps avoiding local optima of the energy function.

In the last two columns of the tables, we present the improvement made by MREM with respect to the greedy algorithm (in \%). Positive values indicate that MREM performed better than the greedy. Note that our neural approach outperformed the greedy algorithm in most cases on average, and always on best result.

For variable length string datasets, the definition of $|P|$ and $|A|$ remain the same, but string length was randomly selected in $\{2, \ldots, 10\}$. Thus, for each value of $|A|,|P|$ strings of length between 2 and 10 , formed the set $P$. As before, for each combination of the parameters, 10 sets $P$ were built and 100 independent executions were performed with each one. Superstring length results are given in Table 2. Note that, in all cases, MREM outperformed the greedy algorithm, obtaining shorter superstrings, not only on minimal length, but also on average length.

There are 2 behaviors that can be seen on these tables:

- As the number $|A|$ of symbols in the alphabet increases (for a fixed number of strings, $|P|$ ), MREM and the greedy algorithm tend to obtain more similar results, reducing the improvement made by MREM over the latter.

Table 1. Average and minimum superstring length comparison between our neural proposal and the greedy algorithm, for fixed length strings

| Length | $\|P\|$ | $\|A\|$ | MREM |  |  | Greedy |  | Improvement |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Average | Best | Time (sec.) | Best | Time (sec.) | Average | Best |
| 6 | 25 | 2 | 67.169 | 63.1 | 0.0216 | 91.5 | 0.0256 | 26.59 | 31.04 |
|  |  | 4 | 106.065 | 103.1 | 0.0211 | 113 | 0.0234 | 6.14 | 8.76 |
|  |  | 6 | 121.516 | 118.3 | 0.0217 | 120.1 | 0.0239 | -1.18 | 1.5 |
|  |  | 8 | 126.033 | 123.7 | 0.0209 | 124.1 | 0.0237 | -1.56 | 0.32 |
|  | 50 | 2 | 100.276 | 92.9 | 0.1442 | 168.7 | 0.091 | 40.56 | 44.93 |
|  |  | 4 | 195.324 | 189 | 0.1342 | 209.5 | 0.0917 | 6.77 | 9.79 |
|  |  | 6 | 225.096 | 219.8 | 0.1336 | 236 | 0.0912 | 4.62 | 6.86 |
|  |  | 8 | 238.884 | 234 | 0.1447 | 249.2 | 0.092 | 4.14 | 6.1 |
|  | 100 | 2 | 146.332 | 136.3 | 0.9982 | 326.7 | 0.4456 | 55.21 | 58.28 |
|  |  | 4 | 362.473 | 352.2 | 0.7874 | 383.5 | 0.4063 | 5.48 | 8.16 |
|  |  | 6 | 418.712 | 409.1 | 0.8418 | 424.1 | 0.4063 | 1.27 | 3.54 |
|  |  | 8 | 451.846 | 443.8 | 0.8881 | 458 | 0.4118 | 1.34 | 3.1 |
| 8 | 25 | 2 | 112.69 | 108.1 | 0.0251 | 127.9 | 0.0272 | 11.89 | 15.48 |
|  |  | 4 | 158.908 | 155.7 | 0.0204 | 158.9 | 0.257 | -0.01 | 2.01 |
|  |  | 6 | 170.554 | 167.8 | 0.0221 | 174.3 | 0.025 | 2.15 | 3.73 |
|  |  | 8 | 178.423 | 176.1 | 0.0206 | 179.6 | 0.0258 | 0.66 | 1.95 |
|  | 50 | 2 | 180.117 | 171.6 | 0.149 | 237.6 | 0.0954 | 24.19 | 27.78 |
|  |  | 4 | 291.753 | 284.8 | 0.1399 | 305.1 | 0.0961 | 4.37 | 6.65 |
|  |  | 6 | 323.997 | 318.6 | 0.1391 | 332.1 | 0.0965 | 2.44 | 4.07 |
|  |  | 8 | 339.505 | 334.9 | 0.1338 | 346.1 | 0.0944 | 1.91 | 3.24 |
|  | 100 | 2 | 287.94 | 275 | 0.9774 | 439.7 | 0.4076 | 34.51 | 37.46 |
|  |  | 4 | 547.072 | 536.8 | 0.8547 | 567.1 | 0.414 | 3.53 | 5.34 |
|  |  | 6 | 617.981 | 609.9 | 0.8469 | 633.1 | 0.4253 | 2.39 | 3.66 |
|  |  | 8 | 650.429 | 642.8 | 0.9 | 656.7 | 0.4273 | 0.95 | 2.12 |
| 10 | 25 | 2 | 155.939 | 151 | 0.0234 | 176.7 | 0.0258 | 11.75 | 14.54 |
|  |  | 4 | 207.935 | 204.6 | 0.0219 | 215.3 | 0.0259 | 3.42 | 4.97 |
|  |  | 6 | 220.99 | 218.2 | 0.0207 | 220 | 0.0261 | -0.45 | 0.82 |
|  |  | 8 | 226.615 | 224.4 | 0.0206 | 229.6 | 0.0262 | 1.3 | 2.26 |
|  | 50 | 2 | 284.153 | 274 | 0.1614 | 318.6 | 0.0984 | 10.81 | 14 |
|  |  | 4 | 396.893 | 390.5 | 0.1396 | 399 | 0.0986 | 0.53 | 2.13 |
|  |  | 6 | 425.848 | 420.9 | 0.134 | 432.4 | 0.0995 | 1.52 | 2.66 |
|  |  | 8 | 439.814 | 434.8 | 0.1449 | 445.6 | 0.0999 | 1.3 | 2.42 |
|  | 100 | 2 | 465.955 | 450.5 | 0.955 | 581.9 | 0.4389 | 19.93 | 22.58 |
|  |  | 4 | 740.486 | 729.7 | 0.8943 | 770.4 | 0.428 | 3.88 | 5.28 |
|  |  | 6 | 818.364 | 809.9 | 0.8752 | 834.6 | 0.4318 | 1.95 | 2.96 |
|  |  | 8 | 853.481 | 845.4 | 0.8965 | 867 | 0.4371 | 1.56 | 2.49 |

- As the number of strings in $P$ increases (for fixed number $|A|$ ), MREM improves its relative performance with respect to the greedy algorithm. Thus, in real-world problems, MREM may achieve better results than the greedy algorithm.

Table 2. Average and minimum superstring length comparison between our neural proposal and the greedy algorithm, for variable length strings

| $\|P\|$ | $\|A\|$ | MREM |  |  | Greedy |  | Improvement |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Average | Best | Time (sec.) | Best | Time (sec.) | Average | Best |
| 25 | 2 | 66.004 | 62.2 | 0.0189 | 77.3 | 0.0293 | 14.61 | 19.53 |
| 25 | 4 | 101.112 | 98.5 | 0.0186 | 105.7 | 0.024 | 4.34 | 6.81 |
| 25 | 6 | 109.799 | 107.3 | 0.0204 | 110.4 | 0.0238 | 0.54 | 2.81 |
| 25 | 8 | 109.829 | 107.5 | 0.0216 | 111.5 | 0.0238 | 1.5 | 3.59 |
| 50 | 2 | 117.959 | 110.4 | 0.1303 | 142.9 | 0.0929 | 17.45 | 22.74 |
| 50 | 4 | 181.495 | 176.1 | 0.1302 | 189.2 | 0.0935 | 4.07 | 6.92 |
| 50 | 6 | 198.456 | 192.9 | 0.1382 | 210.1 | 0.0972 | 5.54 | 8.19 |
| 50 | 8 | 225.345 | 220.8 | 0.1448 | 230.7 | 0.0954 | 2.32 | 4.29 |
| 100 | 2 | 201.824 | 190.8 | 0.9567 | 253.8 | 0.436 | 20.48 | 24.82 |
| 100 | 4 | 351.522 | 342 | 0.8342 | 382 | 0.4214 | 7.98 | 10.47 |
| 100 | 6 | 388.724 | 380.6 | 0.8386 | 405.2 | 0.4205 | 4.07 | 6.07 |
| 100 | 8 | 421.852 | 414.4 | 0.8033 | 435.6 | 0.4248 | 3.16 | 4.87 |

## 5 Conclusions and Future Work

In this work, a neural model, MREM, is presented to solve the Shortest Common Superstring problem. This problem arises in real-world applications coming from molecular genetics (DNA sequencing) and data compression.

The neural model MREM is a generalization of Hopfield's model. Its main feature is that neuron states can be selected from a discrete set $\mathcal{M}=\left\{m_{1}, \ldots, m_{L}\right\}$, instead of taking value in $\{-1,1\}$ or $\{0,1\}$. This fact makes the network represent combinatorial optimization problems more easily.

A neural dynamics has been developed and implemented to solve the problem at hand, taking advantage of the representation of a solution as a permutation of the indices of the strings to be merged.

We have tested our approach by comparing it to a greedy algorithm, wellknown from the specialized literature. In our results, MREM proved to outperform the greedy algorithm in most cases. It may be of great help in tackling real-world SCSS instances.

As a future work, we plan to:

- Develop a parallel version of the computational dynamics presented in this paper, in order to reduce the computational time used to achieve the solution.
- Introduce some mechanism to avoid local optima of the objective function. The hybridization of MREM with other stochastic techniques (Genetic Algorithms, Simulated Annealing) may be helpful.
- Make a theoretical study on the behavior of this new neural algorithm, in order to confirm the improvement over the greedy algorithm.
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